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Abstract. The linear time p-calculus extends LTL with arbitrary least
and greatest fixpoint operators. This gives it the power to express all
w-regular languages, i.e. strictly more than LTL. The validity problem
is PSPACE-complete for both LTL and the linear time p-calculus. In
practice it is more difficult for the latter because of nestings of fixpoint
operators and variables with several occurrences.

We present a simple sound and complete infinitary proof system for
the linear time p-calculus and then present two decision procedures for
provability in the system, hence validity of formulas. One uses nondeter-
ministic Biichi automata, the other one a generalisation of size-change
termination analysis (SCT) known from functional programming.

The main novelties of this paper are the connection with SCT and the
fact that both decision procedures have a better asymptotic complexity
than earlier ones and have been implemented.

1 Introduction

The linear time p-calculus (L}i“) [1I14] extends Pnueli’s Linear Time Temporal
Logic (LTL) with extremal fixpoints quantifiers. This increases its expressive
power: Lﬁ“ captures exactly the w-regular languages, while the class of LTL-
definable properties is only that of star-free w-languages. LB“ can also be seen as
the modal p-calculus which is only interpreted over infinite linear time structures,
i.e. Kripke structures in which every state has exactly one successor.

The main decision problems for LTL and LB” have the same complexity: model
checking, satisfiability and validity are all PSPACE-complete for both logics
[11I14). By model checking we denote, as usual, the problem to decide whether
all paths of a given Kripke structure satisfy a given specification. Note that these
three problems are all interreducible for linear time logics. For instance, validity
is the same as model checking in a universal Kripke structure that has the shape
of a full clique; model checking can be reduced to validity checking by modeling
the given structure in a formula which is linear in the size of the structure, etc.
Since these reductions do not interfere with the main difficulty in each decision
problem — to find infinite regenerations of least or greatest fixpoint — we will
simply refer to decision problems. Here we focus on the validity problem but
stress the point that this approach is applicable to the other problems without
major alterations, too.

The presence of nested and possibly alternating fixpoint constructs makes
Lﬁ“’s decision problems much harder in practice than those of LTL. The fact
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that LTL formulas only contain very simple unnested fixpoints is certainly one
of the reasons for LTL being well supported by successfully working tools like
SPIN and NUSMYV, etc.

Some decision procedures for LI:L“ have been presented so far. Vardi [I4] uses
nondeterministic Biichi automata to decide an extension of LB” with temporal

past operators. The time complexity of his algorithm is 20"") where n is the
size of the input formula. Stirling and Walker subsequently gave a tableau char-
acterisation for Lﬁ“’s decision problems but were not concerned with complexity
issues.

Bradfield, Esparza and Mader defined tableaux with simpler termination con-
ditions. Their algorithm runs in time 20(n*logn) bt this appeals to general com-
plexity theorems about nondeterministic space vs. deterministic time. Hence,
their result is of theoretical rather than — as they say — practical use. The same
holds for Kaivola’s procedure [4] which runs in time 2°(""1°6) when transformed
into a deterministic procedure. We remark that it was designed to be nondeter-
ministic in the first place — the user is supposed to provide Hintikka structures
manually. To the best of our knowledge, none of these existing suggestions to
solve Lﬁ“’s decision problems have ever seen any serious attempt to be put into
practice.

Here we present a simple proof system for LE”. A proof is an infinite tree
in which each branch satisfies an additional global condition concerning the ex-
istence of threads — similar to the internal paths of [2]. Our proof system and
in particular the characterisation of valid proof branches is related to the no-
tion of pre-models and models in Streett and Emerson’s work on deciding the
modal p-calculus [13], adapted to L™ by Vardi [14]. Indeed, a formula is invalid
iff its negation is satisfiable and in this case the offending path in the generic
pre-proof amounts to a model in their sense when we negate all formulas and
understand a sequent as the conjunction of its formulas whereas any infinite
path in a pre-proof can be extended to a pre-model.

There are some subtle differences though. States of a pre-model are always
maximally consistent sets of formulas (Hintikka sets) whereas our proofs con-
tain arbitrary sequents. Second, by considering the whole proof tree rather than
individual paths in isolation the need for the perhaps mysterious concept of
choice functions disappears. Of course they come back in Section [ where we
show that a simple nondeterministic parity (or Biichi) automaton (NPA/NBA)
is able to accept all valid paths in a proof. They return in the form of a con-
densed description of rule instances fed to the NPA in addition to the sequents.
We claim though that the concept is more naturally explained by arguing that
the automaton must check every path in the pre-proof.

We present two different approaches to decide validity. The first one reduces
this to the inclusion problem for nondeterministic Biichi automata. Depending
on which complementation procedure is used we obtain an algorithm that runs
in time 207" 1ogn) for example. This is easily implementable since it does not
use any theorems from complexity theory. Alternatively, there is a procedure
running in time 20(n") that can be implemented symbolically.
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The second approach is an iterative algorithm inspired by the size-change
termination (SCT) method introduced by Jones et al. [§] in the context of ter-
mination analysis. There is, effectively, a fundamental connection between ter-
mination of functional programs and decision problems for w-automata which
we will elaborate elsewhere. Here we adapt and substantially generalise the SCT
method in an ad hoc fashion to our situation at hand. Validity then reduces to
the problem of finding an idempotent morphism satisfying a certain property in
a category generated by a finite number of morphisms. Rule applications in the
proof system are regarded as morphisms with successive applications as mor-
phism composition. Systematically exploring the set of morphisms can be done
in time 2°") but is in practice better than the automata-theoretic method as
some experimental results suggest.

2 Preliminaries

Let P = {p,q, ...} be aset of atomic propositions, and V = {X,Y, ...} an infinite
set of monadic second-order variables. Formulas of the linear time p-calculus LE“
in positive normal form are given by the following grammar.

o = qlq| X]eVelene| Op|puXe|vX.p

where ¢ € P, and X € V. We will write o for either y or v and use [, etc. to
denote literals ¢, ~¢ and their complements. We assume the reader to be familiar
with the standard notions of syntactic subformulas Sub(yp), free variables, well-
named formulas, substitution @[t/ X] of all occurrences of a variable, etc.

The Fischer-Ladner closure FL(pg) of a Lﬂ“—formula @o is the least set of
formulas that contains ¢ and satisfies: if ¢ € FL(pg) and

— @ =11 Vb or ¢ =Py Atbg then {91,929} C FL();
— ¢ = Oy then ¢ € FL(y);
— ¢ =0X.¢ then Y[c X4/ X] € FL(p).

Define |po| := |FL(po)|. Note that |FL(¢g)| is bounded by the syntactical length
of ©0-

A linear time structure over P is a function KC : N — 2% or, equally, an w-word
over the alphabet 2. The semantics of a LB“—formula p, relative to K and an

environment p : V — 2V is a subset of N, inductively defined using the Knaster-
Tarski-Theorem.

ﬂﬂf :{neNmeKmH
[[ﬁq]] ={neN|qg¢gK(n)}
MX¢H—4HTCNIHngnCT} wvﬂ =[]y U [vly
wXely = U{TCN|TClelsyn)  lonvly —HHPHWL

We write K,i =, pif i € [ ]] and K =, pif 0 € [[ga]] If ¢ is closed we may
also drop p.

I =p(X)

[x
HOwH —{neN|n+1eﬂﬂ“}
[
[
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By deMorgan’s laws and duality of u and v, negation — — and then of course
— and < — can be defined in Lﬁ“.

A formula ¢ is valid, written |= ¢, if for all linear time structures K, and all
environments p: K =, ¢ holds. Two formulas ¢ and v are equivalent, ¢ = 9, if
for all p, and all K we have K |=, ¢ iff £ =, 9.

A formula is guarded if every occurrence of a variable X is in the scope of a
(O-operator under its quantifier u or v. Every Lﬁ“ formula can be transformed
into guarded form.

Approximants of a fixpoint formula vX.p are defined in the usual way:
WX =t VM X g = ploF X.p/X], and 1 X.p := ;¥ X.¢. The next
result about approximants uses the fact that the semantics of a Lg“ formula is
a monotone and continuous function (for infinite unions of directed sets) of type
2N — 2N in each variable, c.f. [3].

Lemma 1. For all linear time structures IC, all i € N, all environments p, and

all p(X) we have: K,i =, vX.p iff there is a k € N s.t. K,i £, v X .

3 A Proof System for the Linear Time p-Calculus

Let ¢g be fixed. A sequent is a subset I of FL(pg). Semantically, a sequent
stands for the disjunction of its members; the empty sequent is always false. We
extend satisfaction by structures and validity to sequents accordingly.

A pre-proof for ¢ is a possibly infinite tree whose nodes are labeled with
sequents, whose root is labeled with F ¢y and which is built according to the
following proof rules, later referred to as (V), (A), (o), and (O). We write QI
to abbreviate Oy1, .-, OV if I' =1, ..., Yn-

Fo,o, T Fo, I Fay, I FoleX.@o/X], T I
Fovy, I’ FoAy, I FoX.p, I’ FOILLA

A principal formula in a rule application is a formula that gets transformed by
this rule, e.g. ¢ V ¢ in rule (V). Note that rule () can have several principal
formulas.

For all sequents I', A and all rules r occurring in a pre-proof for g, s.t. I’
is the conclusion of r and A is a premiss of r we define the connection relation
Con,(I', A) C FL(po) x FL(po) as follows.

(p,v) € Con,.(I'A) iff either r does not transform ¢ and ¢ = 1

or 1 results from ¢ in the application of r

We drop the index r if the actual rule is irrelevant. Let m = [y, I1,... be an
infinite branch in a pre-proof for ¢q resulting from the rule applications rg, 71, . . ..
A thread in 7 is a sequence of formulas g, ¢1,... s.t. for all i € N: (¢;, pi41) €
Con,, (I3, I';41) holds. Such a thread is called a v-thread if there is a vX.¢) €
FL(po) s.t. ¢; = vX.¢ for infinitely many ¢ € N, and for all pY.@)' s.t. v X
€ Sub(pY.y)'): there are only finitely many ¢ € N s.t. ¢, = pY.)'. A p-thread is
defined accordingly.
The following facts about threads are not hard to see.
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FvZ..., pX... FvZ..., pX..., VY. ..

FOZz, OX, ¢ FOz, OX, OY
FOzZ, OX, (¢nQOY)

puVo.o.o.o, pX..., vY . .. *

F-q, OV, OX, OY F-q, q,

F-q, OV, OX, (¢nQY) *

FOZA(mqVvOV), OX, (gAQY)

FwV.OZA(~qVvOV)), nX.OXV(gAQY)

FWZuV.OZA(—qVQOV)) V rYauX. OXV(gAQY)

Fig. 1. Example of a proof

1. If a 0X.¢p and a ¢’X’.4)’ occur infinitely often in a thread then cX.¢ €
Sub(o’ X' .4)") or vice-versa.
2. Every thread is either a v-thread or a u-thread.

A proof for g is a pre-proof s.t. every finite branch ends in a sequent 1,1, I", and
every infinite branch contains a v-thread. We also write - ¢¢ to indicate that
there is a proof for ¢g.

Example 1. Consider the quantifier swapping theorem

E (nZvV.OZV(gnQV)) = (wYpuX.OXV(gAQY))

This can be shown to be valid using principles from fixpoint theory. It is also
intuitively valid: the premiss of the implication expresses “after some point, ¢
always holds” and the conclusion says “q holds infinitely often”.

In positive normal form this is written as ¢ = WZ.uV. O Z A (=qVv QV)) V
WY uX. O X V(gAQY)). A proof for ¢ is sketched in Fig. [l In order to save
space, not all rule applications are listed explicitly and a variable is used to
denote its unique fixpoint formula. On each infinite branch of this proof, either
vZ....or vX....can be followed along a thread.

Theorem 1. For all closed and guarded ¢ € Llﬁn: if E ¢ then b .
Proof. Suppose = . Let us replace () by the following restriction.

I . —
FQEh””@ﬂ“%h_”

Now all rules preserve and reflect validity. Therefore, systematic backwards ap-
plication of the rules leads to a pre-proof P of ¢ comprising valid sequents only.
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We claim that P is a proof. Note that guardedness means that all fixpoints must
have been unfolded prior to an application of restricted () so no “round-robin”
policy or similar is needed in the construction of P.

Take any infinite branch 7 = Ay, Ay, ... of P. We will now exhibit a v-thread
in w. For every ¢ € N let f(i) be the number of applications of rule (O) in 7
before A;. We construct a linear time structure I as follows:

Vie Nwith f(i) £ f(i+1): K(fG) = {I1,.... 0} iff Ay = O, ..., 1

Consider for each A; the formulas of A; satisfied by K, f(). Call them “true
formulas”. For each A; there is at least one such true formula, because each A;
is a valid disjunction.

Every true formula is linked by the connection relation to a true formula
in the preceding sequent; Konig’s lemma thus delivers a thread comprising true
formulas only. More formally, we obtain a sequence p; € A; such that ¢y = ¢ and
(pi,pit1) € Con(A;, Aiy1) and K, f(i) = ¢;. Assume that (p;); is a p-thread.
There is an ¢ € N and a pX.¢0 € Sub(y) s.t. K, f(i) E pX.4. Furthermore, no
greater v'Y.1)’ occurs on this thread after position 7. According to Lemma [I] there
isa k€ Nst. K, f(i) = pufX.4p. Now note that the connection relation follows
the definition of the approximants. Hence, by preservation of satisfaction along
this thread, there must be a i’ > i, s.t. K, f(i’) | u°X.¢) which is impossible.
So, the thread (¢;); is a v-thread as required. O

We remark without proof that the proof system is also complete for non-guarded
formulas.

Let ¢ € LB” and v X5 .41, ...,vX,.9, all v-quantified formulas in FL(¢p),
ordered s.t. vX;.1p; € Sub(v;) implies i > j. A v-signature is a tuple ( =
(k1,...,kn) € (NU{w})™. Note that the lexicographic ordering < on v-signatures
is well-founded. We write ((¢) for the i-th component of ¢, and K, i =¢ ¢ if K,
is a model of the formula that results from ¢ when every v.X;.1); is interpreted
by Vg(z)szz

Theorem 2. For all closed ¢ € Lﬁ“: if & ¢ then I o.

Proof. Suppose = ¢ but P is a proof for . Then there is a K s.t. K, 0 [~ ¢. This
can be used to construct a path m# = Iy, I1,... with inferences rg,71,... in P,
and a sequence tg < t; < ... of positions in K, s.t. K, ¢; = I (1), and whenever
(a, B) € Cony, (I3, Iip1) and K, t; P o then K, ti11 Foc B (11).

Let Iy := ¢ and to := 0. If I; and t; have been constructed we regard the
inference r; leading to I'; (note that I; cannot be an axiom). If r; = () then
tiy1 :=t;+1. We put ¢;41 := ¢; in all other cases. If r; # (A) then I'; has a unique
premiss A =: I';11. In the case of (A) let ¥1 Ats € I; be the principal formula
of r;. Let ¢ be the least v-signature s.t. K, t; B¢ 11 A 2 (it exists by Lemma [I]
and (1)). Let I'i41 be the j-th premiss of r; where j € {1,2} s.t. K, t; ¢ 5.
Clearly, this construction guarantees condition (11).

Since P is a proof, m must contain a v-thread (y¢;);. For each ¢ € N let (;
be the minimal v-signature s.t. K, ¢; ¢, ;. Since (@5, @iy1) € Cong, (5, Iiy1)
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we have (;4+1 < (;. Since there is an outermost fixpoint formula vZ.¢) that gets
unfolded infinitely often in this thread, there are infinitely many 4 s.t. ; > (41
which is a contradiction to the wellfoundedness of <. O

4 Deciding Validity I: Automata-Theoretic Method

We regard rule applications in a pre-proof for a Lg“ formula ¢y as symbols
of a finite alphabet. Formally, let X, := { Ll A¢),R(@ AY) | @AY €
FL(po) YU{N}U{ P(p) | ¢ € FL(yp) is of the form ¢ V 9,0 X.1p, or Ot }.

An infinite branch m = I, I, ... in a pre-proof for g induces a word 7’ =
70,71, ... € XJ in a straight-forward way:

L(p A), if ¢ A4 is principal in I}, T4 is left premiss of I

R(e A1), if ¢ A is principal in I3, I;41 is right premiss of I;
Ty =

P(p), if ¢ is principal in I'; and not of the form () ¢’

N, if (I, I;41) is an instance of (Q)

We will not distinguish formally between a branch 7 and its induced w-word 7’
over X, .

Next we define an NPA that accepts exactly those branches which contain a
v-thread. Let ¢ € L™, and define Ay, := (Q, Xy, qo, 0, £2) where Q := FL(¢)
is the set of states with starting state qo := ¢¢. The priority function {2 : @ — N
is defined inductively as 2(¢1 V 2) = 2(¢1 A ¢2) = max{2(1), 2(¢2)};
2(0p) = 2(p); 2(cX.p) = 2(p) if 2(p) is odd and o = p, or 2(p) is even
and ¢ = v, and 2(cX.p) := 2(p) + 1 otherwise; and 2(¢)) := 0 in all other
cases. Here we assume that an NPA accepts a word if it has an accepting run in
which the greatest priority occurring infinitely often is even.

Intuitively, A, traces a thread. The priority function ensures that the under-
lying word is accepted only if the guessed thread is a v-thread. The transition
relation therefore simply resembles the connection relation:

5(,7) = {1y} if 7 ¢ {P(¥),L(¢),R(¢¥)}

S(1h1 V 2, P(¥1 V 9h2)) == {1, 02} (O, N) = {v}

O(1 Ao, L(Y1 Avpa)) = {41} 5Oy, 1) ={0Oy} ifr#N
S(1h1 A2, R(¥1 A p2)) = {tp2} §(0X.p,P(0X.p)) := {ploX.0/X]}

Clearly, | Ay, |, the number of states of Ay, is |po.

Lemma 2. For all closed g € Lﬁn and all infinite branches ™ of a pre-proof
for po: ™€ L(Ay,) iff T contains a v-thread.

Proof. Let m = Iy, I1,... be an infinite branch in a pre-proof for ¢y.

(<) Suppose ¢g, @1, ... is a v-thread in . Since § is defined in accordance
to the connection relation, this thread is also a run of A,,. By assumption, the
outermost subformula of the form ¢ X.1) that occurs infinitely often in this thread
is of type v. Now note that the priority of an automaton state o X.1) is even iff
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o = v, and outer formulas have greater priorities than inner ones. Hence, the
greatest priority occurring infinitely often in this run is even, i.e. 7 € L(A,,).
(=) This is proved in the same way as the other direction. O

Furthermore, we define a (deterministic) Biichi automaton B, that accepts all
the words which form a branch in a pre-proof for ¢. In order to avoid notational
clutter we simply assume that every branch in a pre-proof is infinite. Note that
finite branches can be modeled by introducing a new final state in the automaton
with a self-loop under any alphabet symbol.

Let B, = (271 X {p}, 8, F) with F :=2H¢) and A € §(I,r) iff Ais a
premiss of I" in an application of rule r. The following is a direct consequence
of the definition of a proof and Lemma

Proposition 1. For all ¢ € Li": ¢ iff L(B,) C L(A,).

This shows that validity in Lﬁ“ can be decided using this proof system in an
optimal way matching the known PSPACE lower bound [I1].

Theorem 3. Deciding whether or not = ¢ holds for a given ¢ € Lﬁn s in
PSPACE.

Proof. According to Proposition[Ilit suffices to check the language L(B,)NL(A,)
for non-emptiness. Let n := |¢|. Note that |B,| < 2™ and |A,| < n. Using well-
known automata-theoretic constructions and Savitch’s Theorem this boils down
to the emptiness test of an automaton B x A which can be done in PSPACE. O

Proposition [l yields a generic automata-theoretic method for deciding valid-
ity. We will compare various complementation and non-emptiness procedures
for NBAs w.r.t. the incurring complexities. Note that every state of B, is fi-
nal. Hence, the automaton B, x A_g, can always be built in a simple product
construction and is of the same type as A_g,.

construction type of A, |B, x A,| | emptiness test
Safra [10] det. Streett 90(n*logn) | 90(n*logn)
Sistla/Vardi/Wolper [IZ] | nondet. Biichi | 20" 20(n*)
Klarlund [5] nondet. Biichi | 20(n"logn) | 90(n’logn)
Kupferman/Vardi [7] weak alt. Biichi| O(n*) 20(n*)
Kupferman/Vardi [6] weak alt. Biichi| O(n™) 20(n")
Piterman [9] det. parity 920(n*logn) | 90(n*logn)

The index of the Streett or parity automaton is O(n?) in both cases. Note that
the table lists the running times of a deterministic algorithm not using gen-
eral theorems from complexity theory. We remark that using either of Safra’s,
Klarlund’s or Piterman’s construction improves asymptotically over Vardi’s de-
cision procedure for LB“. It also improves over the other 20(n* logn) procedures
mentioned in the introduction by being a priori deterministic. Furthermore, the
procedures using Kupferman and Vardi’s complementation can be implemented
symbolically.
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5 Deciding Validity II: Category-Theoretic Method

Let P be the (finite) set of priorities assigned to subformulas of ¢ by the function
2 in Section[4l Let I' and A be sequents. A morphism f from I" to A written
f: I — Aisasubset of I' x A x P. In this case, I" is the domain of f and A is
the codomain of f. If f: I' — A and A — © then the composition f;g: I — &
is the morphism defined by

fi9={(7,0,p) | 36 p1 p2.(v,0,p1) € f A (6,0,p2) € g Ap=max(p1,p2)}

The identity morphism idp : I' — I" is given by idr = {(v,7,0) | v € I'}.

It is clear that composition is associative with identities as neutral elements
and that therefore the sequents with morphisms form a category. If M is a set
of morphisms we denote by C(M) the set of morphisms obtained by closing
M under composition and adding identities, i.e., the category generated by M.
Notice that if M is a finite set so is C(M) because there is only a finite number
of sequents and morphisms.

A morphism f: I" — A is idempotent if I' = A and f; f = f. An idempotent
morphism f is bad if it does not contain a link of the form (¢, , p) with p even.
A morphism should be viewed as a connection relation whose links are labeled
with priorities.

Suppose that r is an instance of a rule occurring in a pre-proof of ¢y with
conclusion I" and A one of its premisses. We define the morphism f(r, o) : I" —
A by

Froa ={(1:0,2()) | (7,6) € Con, (I, A)}

If 7 is a finite branch occurring in a pre-proof then we obtain a morphism f, by
composing the morphisms f , _that are associated with the sequents and rules
occurring along 7. If 7 begins at sequent I" and ends at A then (v,d,p) € fr iff
there is a run of A, on 7 beginning in state v, ending in state § and exhibiting
p as the highest priority along this run.

Now let P be the generic pre-proof obtained as in the proof of Theorem [3
Note that in this pre-proof any sequent uniquely determines the proof rule which
is (backwards-)applied to it.

Theorem 4. Let M be the set of morphisms of the form fr, o wherer is a rule
instance contained in the generic pre-proof P of ¢o. The following are equivalent.
(a) wo is valid.

(b) P is a proof.

(¢) The closure C(M) of M by composition contains no bad idempotent.

Proof. The equivalence between (a) and (b) is a direct consequence of Lemma [2]
and Theorem [l The interesting part is the equivalence between (b) and (c)
and it is here that we draw inspiration from the graph-theoretic algorithm for
size-change termination in [§] and in particular closely follow their proof idea.
(b)=(c) by contraposition: suppose that C(M) contains a bad idempotent
f: A — A. Let w be the finite path in the generic proof P that led to f’s
being in C'(M). We use here the fact that every sequent uniquely determines its
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proof rule. Let p be a finite path in P leading from {¢g} to A and consider the
infinite path p;7;m; ;... which is contained in P. We claim that this path is
not accepted by Ag,. Assume for a contradiction that there is an accepting run
with n the highest (even) priority. Since A is finite there must exist § € A such
that the accepting run goes through 6 and after consuming 7% := m;m;...;m (i
times) for some i > 0 goes through § again and moreover, the highest priority
encountered along 7 is n. But this means that (6,8,n) € f contradicting the
assumption that f was bad.

(¢)=>(b) Assume that C(M) does not contain a bad idempotent. Let 7 be an
infinite path in P. For ¢ < j let m; ; be the finite portion of m from i to j. By
Ramsey’s theorem there exists an infinite subset U C N and a morphism f such
that fr, , = f whenever i, j € U. It follows that f is idempotent. If f contains a
link (4,6, n) with n even then we get a successful run on = with highest priority
n simply by going through § at each position in U and following the construction
of fr,, in between. O

Theorem M directly leads to an algorithm for deciding validity of formulas: sim-
ply compute the set of morphisms M occurring in the generic pre-proof of g,
then iteratively calculate C(M) and then look for a bad idempotent in C(M). Of
course, in practice one checks for bad idempotents already during the construc-
tion of M and C(M) terminating the process immediately upon encountering
one. The resulting algorithm is not in PSPACE since the size of C(M) is ex-
ponential: [C(M)| < 27 P+2n where n is the size of the input formula and p
is the highest priority of any subformula. Since p < n, and the runtime of our
algorithm is quadratic in |C(M)], it is also bounded by 2°(""). We note that
this also improves asymptotically on the runtime of Vardi’s decision procedure
for L) [14].

6 Experimental Results

We have implemented two exponential time algorithms — the one based on an
explicit computation of C(M) and the one testing emptiness of a deterministic
parity automaton using Piterman’s determinisation procedure — in OCAML. In
the following we present some experimental results obtained on three families of
formulas.

Include,, = vX.(gAO@GAO(..O@ANO (g A0OX))...))
2n times

— vZpY. (=g ANOZ)V (g AN O(gnQY))

describes the valid statement ((aa)™b)* C ((aa)*b)¥, where the alphabet symbol
a is the label {¢} and b is 0. Include,, is not LTL-definable for any n € N.
The next family is Nester, := ¥ V —) where

b= X1 Xo 1 Xse .0 Xn.q1 V Q(Xl Mgz VOXa A (gn VOX) .. .)))
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Include,, Nester, Countery,
n |C(M)] | search |C(M)] | search |C (M) | search
0 2,545 1,285 — — 5 638
1 11,965 17,203 9 79 299 18,564
2 28,866 44,903 2,154 23,589 1,333 195,989
3 50,057 | 83,864 | 2,030,259 t 34,401 1,666,281
4 77,189 | 135,220 ¥ 379,356 | 12,576,760
5(| 110,242 | 198,971 t :

Fig. 2. Complexity measures for some example formulas

It is clearly valid and is chosen as an example with several alternating fixpoint
constructs.

Counter,, := (\/ -¢) V (uX. OX V (co+» Ocy) V
=0 n
\/ Oci ad (Ci A _|Ci,1) vV (Ci,1 A (OCi,1 ad CJ))

i=1

is not valid and is chosen because its smallest countermodel has size 2"t!. Note
that ~Counter,, formalises an (n + 1)-bit counter.

Figure 2 presents empirical measures for the complexity of both procedures on
the example formulas above. The columns labeled |C'(M)| contain the number
of examined morphisms. Note that this is the number of all possible morphisms
unless the input formula is not valid. The columns labeled “search” contain the
number of search steps done in the emptiness test on the DPA B x A,. This is in
general quadratic in the size of the automaton. The runtime was always around
a few minutes but of course space is the limiting resource here. A dagger marks
the tasks where our 1GB PCs ran out of memory.

7 Further Work

We would like to carry out a more systematic study of the practical usefulness
of either algorithm. The examples from Section [0l were deliberately chosen to
stress-test our approach. It may well be that formulas of the form ¢ = ¢ where
o describes an implementation of a system, e.g., a Mutex algorithm and where
1) is a specification of low quantifier nesting depth are feasible up to a much
larger size. Should such experiments turn out promising one could then consider
improving the treatment of the propositional part using BDDs or SAT-solvers,
as well as using a symbolic implementation of the automata-theoretic algorithm.
Notice namely that our decision procedures deal with propositional tautologies
or consequences rather inefficiently basically by proof search in sequent calculus.

Also of interest could be optimisations using heuristics to guide the search for
a countermodel as well as improvements on the theoretical side that reduce the
size of the entire search space.

Furthermore, the proof system of Section[3 can be quite straightforwardly ex-
tended to capture validity of the modal p-calculus: simply replace rule (O) with
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p, I
o, (a) I, A

This, however, introduces non-determinism (if a sequent contains several [al-
formulas), and countermodels become genuine trees. The automata-theoretic
decision procedure of Section [l can, in theory, easily be extended. Using Piter-
man’s construction to determinise the automaton that recognises v-threads, the
product of this and the proof system becomes a parity game. Hence, validity in
the modal u-calculus can be solved using parity game solvers. On the other hand,
whether or not the category-theoretical method of Section[f] can be extended to
this framework is a nontrivial question.

References

1.

10.

11.

12.

13.

14.

H. Barringer, R. Kuiper, and A. Pnueli. A really abstract concurrent model and
its temporal logic. In Conf. Record of the 13th Annual ACM Symp. on Principles
of Programming Languages, POPL’86, pages 173-183. ACM, 1986.

J. C. Bradfield, J. Esparza, and A. Mader. An effective tableau system for the
linear time p-calculus. In Proc. 23rd Int. Coll. on Automata, Languages and Pro-
gramming, ICALP’96, volume 1099 of LNCS, pages 98-109. Springer, 1996.

C. Dax. Games for the linear time pu-calculus. Master’s thesis, Dep. of Computer
Science, University of Munich, 2006. available from http://www.tcs.ifi.lmu.de/
lehre/da_fopra/Christian Dax.pdf.

R. Kaivola. A simple decision method for the linear time p-calculus. In Proc. Int.
Workshop on Structures in Conc. Theory, STRICT’95, pages 190—204, 1995.

N. Klarlund. Progress measures for complementation of w-automata with applica-
tions to temporal logic. In Proc. 82nd Annual Symp. on Foundations of Computer
Science, FOCS’91, pages 358-367. IEEE, 1991.

O. Kupferman and M. Y. Vardi. Weak alternating automata and tree automata
emptiness. In Proc. 30th Annual ACM Symp. on Theory of Computing, STOC’98,
pages 224-233. ACM Press, 1998.

O. Kupferman and M. Y. Vardi. Weak alternating automata are not that weak.
ACM Transactions on Computational Logic, 2(3):408-429, 2001.

C. S. Lee, N. D. Jones, and A. M. Ben-Amram. The size-change principle for
program termination. j-SIGPLAN, 36(3):81-92, 2001.

. N.Piterman. From nondeterministic Biichi and Streett automata to deterministic

parity automata. In Proc. 21st Ann. IEEE Symp. on Logic in Computer Science,
LICS’06. IEEE Computer Society Press, 2006. To appear.

S. Safra. On the complexity of w-automata. In Proc. 29th Symp. on Foundations
of Computer Science, FOCS’88, pages 319-327. IEEE, 1988.

A. P. Sistla and E. M. Clarke. The complexity of propositional linear temporal
logics. Journal of the Association for Computing Machinery, 32(3):733-749, 1985.
A. P. Sistla, M. Y. Vardi, and P. Wolper. The complementation problem for Biichi
automata with applications to temporal logic. T'CS, 49(2-3):217-237, 1987.

R. S. Streett and E. A. Emerson. An automata theoretic decision procedure for
the propositional p-calculus. Information and Computation, 81(3):249-264, 1989.
M. Y. Vardi. A temporal fixpoint calculus. In Proc. Conf. on Principles of Pro-
grammang Languages, POPL’88, pages 250-259. ACM Press, 1988.



	Introduction
	Preliminaries
	A Proof System for the Linear Time -Calculus
	Deciding Validity I: Automata-Theoretic Method
	Deciding Validity II: Category-Theoretic Method
	Experimental Results
	Further Work


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.01667
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.01667
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 2.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /DEU ()
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.000 842.000]
>> setpagedevice


