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#### Abstract

Visibly pushdown languages form a subclass of the context-free languages which is appealing because of its nice algorithmic and closure properties. Here we show that the emptiness problem for this class is not any easier than the emptiness problem for context-free languages, namely hard for deterministic polynomial time. The proof consists of a reduction from the alternating graph reachability problem.
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## 1. Introduction

Context-free languages (CFL) are an important formalism for the specification of the syntax of programming or natural languages. However, the class of context-free languages lacks some important closure properties, namely determinisability and closure under complement and intersection. The class of deterministic context-free languages (DCFL) trivially admits determinisability and is therefore closed under the complement operation but is not closed under intersections either. Many applications - for instance the specification of runs of recursive programs - require more expressive power then just the regular language on the one hand, and such closure properties on the other.

An important subclass of CFL which does possess all of these three properties is the class of visibly pushdown languages (VPL) [1] which was originally introduced under the name input driven languages [2]. These are recognised by visibly pushdown automata (VPA) which are nondeterministic pushdown

[^0]automata (PDA) in which the input letter determines the type of stack action that the automaton carries out when reading this letter.

Since every VPA is also a PDA, upper bounds on decision problems for PDA trivially carry over to VPA. For instance, the emptiness problem or the membership problem are solvable in deterministic polynomial time [3]. ${ }^{1}$ In case of CFL, this is also known to be optimal: the emptiness problem for CFL is P-hard. This result seems to be folklore and is indeed easy to prove by a reduction from the alternating graph reachability problem which is an abstracted version of the membership problem for alternating, logarithmic space bounded Turing Machines. This is one of the standard P-hard decision problems [5].

A natural question to ask is whether or not the emptiness problem for VPA is P-hard. Here we show that the answer is "yes". We give a reduction from the alternating graph reachability problem to the emptiness problem for VPA which follows along the same lines as the one for PDA but is slightly more involved due to the technical restrictions VPA have in relation to PDA.

Since there is no single natural class of visibly pushdown languages, but several classes - each parameterised by a visibly pushdown alphabet - we try to obtain lower bounds on the sizes of these alphabets which still cause P-hardness. Finally, we conclude with some remarks on the complexity of the membership problem for VPA, in particular why this does not simply follow from the emptiness problem as it does in the case of PDA.

## 2. Visibly Pushdown Automata and Languages

A visibly pushdown alphabet is an alphabet $\Sigma$ which is partitioned into three parts ( $\Sigma_{\text {push }}, \Sigma_{\text {int }}, \Sigma_{\text {pop }}$ ) consisting of those letters which, respectively, force a VPA to push a stack symbol, leave the stack untouched, and pop a stack symbol. The size of the alphabet $\Sigma$ is a triple $\left(\left|\Sigma_{\text {push }}\right|,\left|\Sigma_{\text {int }}\right|,\left|\Sigma_{\text {pop }}\right|\right)$. When comparing alphabet sizes we use the pointwise order.

A VPA is a tuple $\mathcal{A}=\left(Q, \Sigma, \Gamma, q_{0}, \delta, F\right)$ where $Q$ is a finite set of states, $\Sigma$ as above, $\Gamma$ is a finite stack alphabet containing the special bottom-ofstack symbol $\perp, q_{0} \in Q$ is the designated initial state, and $F \subseteq Q$ is a set of final states. The transition relation $\delta$ is partitioned into three parts

[^1]$\delta=\delta_{\text {push }} \cup \delta_{\text {int }} \cup \delta_{\text {pop }}$ where
\[

$$
\begin{aligned}
\delta_{\text {push }} & \subseteq Q \times \Sigma_{\text {push }} \times Q \times(\Gamma \backslash\{\perp\}) \\
\delta_{\text {int }} & \subseteq Q \times \Sigma_{\text {int }} \times Q \\
\delta_{\text {pop }} & \subseteq Q \times \Sigma_{\text {pop }} \times \Gamma \times Q
\end{aligned}
$$
\]

A configuration is a $(q, \gamma, w) \in Q \times \Gamma^{*} \times \Sigma^{*}$. The computational behaviour of the VPA $\mathcal{A}$ is explained by a relation $\vdash$ on configurations. It is defined as follows. Let $q \in Q, \gamma \in \Gamma^{*}, a \in \Sigma, w \in \Sigma^{*}, B \in \Gamma$ with $B \neq \perp$.

$$
\begin{array}{rlrl}
(q, \gamma, a w) & \vdash\left(q^{\prime}, B \gamma, w\right) & \text { if }\left(q, a, q^{\prime}, B\right) \in \delta_{\text {push }} \\
(q, \gamma, a w) & \vdash\left(q^{\prime}, \gamma, w\right) & \text { if }\left(q, a, q^{\prime}\right) \in \delta_{\text {int }} \\
(q, B \gamma, a w) & \vdash\left(q^{\prime}, \gamma, w\right) & & \text { if }\left(q, a, B, q^{\prime}\right) \in \delta_{\text {pop }} \\
(q, \perp, a w) & \vdash\left(q^{\prime}, \perp, w\right) & & \text { if }\left(q, a, \perp, q^{\prime}\right) \in \delta_{\text {pop }}
\end{array}
$$

Let $\vdash^{*}$ be the reflexive-transitive closure of $\vdash$. Also, we write $\vdash^{n}$ to denote the $n$-fold iteration of this relation. The language accepted by $\mathcal{A}$ is then

$$
L(\mathcal{A}):=\left\{w \in \Sigma^{*} \mid \exists q \in F . \exists \gamma \in \Gamma^{*} .\left(q_{0}, \perp, w\right) \vdash^{*}(q, \gamma, \epsilon)\right\}
$$

It is very easy to see that the language $\left\{a^{n} b^{n} \mid n \in \mathbb{N}\right\}$ for instance is a VPL over the visibly pushdown alphabet $(\{a\}, \emptyset,\{b\})$. Moreover, every Dyck language is a VPL over a suitable partitioning of the alphabet. On the other hand, $\left\{a^{n} b a^{n} \mid n \in \mathbb{N}\right\}$ is not a VPL over any alphabet since a PDA would have to perform push actions when reading the first $a$ 's, and pop actions when reading the latter $a$ 's.

Finally, consider the alphabet $(\{a\},\{b\},\{c\})$ and the language $L_{0}$ over this alphabet given by the following context-free grammar.

$$
S \rightarrow \epsilon|b S| a S c S
$$

Again, it is not difficult to see that this is a VPL.
The proofs of soundness and completeness of the aforementioned reduction use the following technical lemma. We omit a detailed proof since it is very easy to prove by induction on $n$.

Lemma 1. For all $n \in \mathbb{N}$, all $q, q^{\prime} \in Q$, all $\gamma, \gamma^{\prime}, \delta \in \Gamma^{*}$, all $w, w^{\prime}, v \in \Sigma^{*} w e$ have:
a) $(q, \gamma, w) \vdash^{n}\left(q^{\prime}, \gamma^{\prime}, w^{\prime}\right)$ iff $(q, \gamma, w v) \vdash^{n}\left(q^{\prime}, \gamma^{\prime}, w^{\prime} v\right)$,
b) if $(q, \gamma, w) \vdash^{n}\left(q^{\prime}, \gamma^{\prime}, w^{\prime}\right)$ then $(q, \gamma \delta, w) \vdash^{n}\left(q^{\prime}, \gamma^{\prime} \delta, w^{\prime}\right)$,
c) if $(q, \gamma \delta, w) \vdash^{n}\left(q^{\prime}, \gamma^{\prime} \delta, w^{\prime}\right)$ such that all intermediate configurations have a stack of the form $\delta^{\prime} \delta$ then $(q, \gamma, w) \vdash^{n}\left(q^{\prime}, \gamma^{\prime}, w^{\prime}\right)$.

Note that it is not possible to extend the model of VPA to allow for $\epsilon$ transitions. Closure properties and determinisability for VPA depend on the fact that with every letter of the input that is consumed, exactly one of the three types of stack actions occur. Additional $\epsilon$-transitions in between could therefore at most be allowed when the stack remains untouched.

## 3. The Complexity of the Emptiness Problem

Recall that the following problem, known as the alternating graph reachability problem, is P-hard [5]. Let $G=\left(V, V_{0}, V_{1}, E, s, T\right)$ be a directed graph such that $V$ is the set of nodes which is partitioned into $V_{0} \cup V_{1} \cup T$ and $E \subseteq V \times V$ is the set of edges. We will write $x E$ for the set of all $E$ successors of a node $x \in V$. Furthermore, $s \in V$ is a designated starting node. This gives rise to an inductively defined set of nodes $R_{G}(T)$ from which $T$ is alternating-reachable in $G$.

$$
\begin{aligned}
R_{G}^{0}(T):= & T \\
R_{G}^{i+1}(T):= & R_{G}^{i}(T) \cup\left\{x \in V_{0} \mid \exists y \in R_{G}^{i}(T) .(x, y) \in E\right\} \cup \\
& \left\{x \in V_{1} \mid \forall y \in V . \text { if }(x, y) \in E \text { then } y \in R_{G}^{i}(T)\right\} \\
R_{G}(T):= & \bigcup_{i \in \mathbb{N}} R^{i}(T)
\end{aligned}
$$

The problem then consists of deciding whether or not $s \in R_{G}(T)$.
Note that the configuration graph of a logarithmic space bounded Turing Machine is of at most polynomial size. Hence, the alternating graph reachability problem in fact asks whether or not an alternating logspace machine accepts a given input word.

We can furthermore assume that every node in $V_{1}$ in $G$ has out-degree equal to 2 . It is always possible to add two sink nodes to $V_{0}$ without outgoing edges, and add edges from every node in $V_{1}$ with outdegree $<2$ to either or these nodes. Furthermore, for every node in $x \in V_{1}$ with successors $y_{1}, \ldots, y_{k}$ for some $k>2$ we can add a new node $z$ to $V_{1}$ with successors $y_{k-1}$ and
$y_{k}$, remove the edges $\left(x, y_{k-1}\right)$ and $\left(x, y_{k}\right)$ and add an edge $(x, z)$. This reduces the outdegree of a node by 1 and can be iterated until all nodes in $V_{1}$ have outdegree 2. Suppose $G^{\prime}$ is the graph resulting from $G$ by means of this transformation. It should be clear that $s \in R_{G^{\prime}}(T)$ iff $s \in R_{G}(T)$. Furthermore the number of nodes in $G^{\prime}$ is linear in the number of edges in $G$.

We will use this specialised problem for the reduction to VPA emptiness. Let $G=\left(V, V_{0}, V_{1}, E, s, T\right)$ be such a graph with outdegree 2 for all nodes in $V_{1}$. We will construct a VPA $\mathcal{A}_{G}=\left(Q, \Sigma, \Gamma, q_{0}, \delta, F\right)$ over the visibly pushdown alphabet $\Sigma$ with $\Sigma_{\text {push }}=\{a\}, \Sigma_{\text {int }}=\{b\}$, and $\Sigma_{\text {pop }}=\{c\}$. Its components are as follows.

- $Q:=V \cup\{$ fin $\}$ where fin $\notin V$,
- $\Gamma:=V \cup\{\perp\}$ where $\perp \notin V$,
- $q_{0}=s$,
- $F=\{$ fin $\}$, and
- $\delta$ given by

$$
\begin{aligned}
\delta_{\text {push }} & :=\left\{\left(x, \mathrm{a}, y_{1}, y_{2}\right) \mid x \in V_{1} \text { and } x E=\left\{y_{1}, y_{2}\right\}\right\} \\
\delta_{\text {int }} & :=\left\{(x, \mathrm{~b}, y) \mid x \in V_{0} \text { and }(x, y) \in E\right\} \\
\delta_{\text {pop }} & :=\{(x, \mathrm{c}, y, y) \mid x \in T, y \in V\} \cup\{(x, \mathrm{c}, \perp, \mathrm{fin}) \mid x \in T\}
\end{aligned}
$$

Intuitively, $\mathcal{A}_{G}$ starts in $s$ to "search" for $T$. If its current state is a node in $V_{0}$ then it requests a b symbol and continues with a successor node. If it is in $V_{1}$ then it requests an a symbol, pushes one of the successor nodes onto the stack and continues with the other one. If it has reached $T$ then it requests to read a c symbol and continues with the top-most node on the stack. If the stack is empty, it moves to a final state. Thus, it simply uses a depth-first search strategy in order to find a tree which witnesses that $T$ is alternating-reachable from $s$. Such trees are encoded in words of the grammar $L_{0}$ presented in Section 2.

Theorem 2. The emptiness problem for VPA over an alphabet of size ( $1,1,1$ ) is $P$-hard under $A C^{0}$-reductions.

Proof. Suppose $G=\left(V, V_{0}, V_{1}, E, s, T\right)$ is a graph serving as an input to the alternating graph reachability problem. $\mathcal{A}_{G}$ can be constructed from $G$ by an $\mathrm{AC}^{0}$-reduction. It remains to be seen that $L\left(\mathcal{A}_{G}\right) \neq \emptyset$ iff $s \in R_{G}(T)$.
" $\Longleftarrow "$ In order to use induction we need to strengthen the statement slightly and will show that for all $i \in \mathbb{N}$ and all $x \in R_{G}^{i}(T)$ there is a $w_{x} \in\{\mathrm{a}, \mathrm{b}, \mathrm{c}\}^{*}$ such that $\left(x, \epsilon, w_{x}\right) \vdash^{*}(z, \epsilon, \epsilon)$ for some $z \in T$. Note that, if this is the case then $\left(x, \perp, w_{x} \mathrm{c}\right) \vdash^{*}(z, \perp, \mathrm{c}) \vdash(\mathrm{fin}, \perp, \epsilon)$ using Lemma 1 (a) and (b) and the construction of $\delta_{\text {pop }}$. It should be clear that this implies the statement because of $q_{0}=s$.

In the base case we have $i=0$, i.e. $x \in R_{G}^{0}(T)$ which means $x \in T$. Clearly, $w_{x}:=\epsilon$ witnesses the claim because $\vdash^{*}$ is reflexive.

In the inductive step let $i>0$ and assume $x \in R_{G}^{i}(T)$. There are three cases. If $x \in R_{G}^{i-1}(T)$ then the claim follows from the hypothesis immediately. If $x \in V_{0}$ then there must be a $y$ with $(x, y) \in E$. By hypothesis, there is a $w_{y}$ such that $\left(y, \epsilon, w_{y}\right) \vdash^{*}(z, \epsilon, \epsilon)$ for some $z \in T$. Let $w_{x}:=\mathrm{b} w_{y}$. Then we have $\left(x, \epsilon, \mathrm{~b} w_{y}\right) \vdash\left(y, \epsilon, w_{y}\right) \vdash^{*}(z, \epsilon, \epsilon)$ which finishes this case.

In the last case we have $x \in V_{1}$. Let $y_{1}, y_{2}$ be its two successors. By hypothesis there is a $w_{y_{1}}$ such that $\left(y_{1}, \epsilon, w_{y_{1}}\right) \vdash^{*}\left(z_{1}, \epsilon, \epsilon\right)$ for some $z_{1} \in T$. According to Lemma 1 (b) we also have $\left(y_{1}, y_{2}, w_{y_{1}}\right) \vdash^{*}\left(z_{1}, y_{2}, \epsilon\right)$. Using the hypothesis a second time, we obtain a $w_{y_{2}}$ such that $\left(y_{2}, \epsilon, w_{y_{2}}\right) \vdash_{\gamma}^{*}\left(z_{2}, \epsilon, \epsilon\right)$ for some $z_{2} \in T$. Now let $w_{x}:=\mathrm{a} w_{y_{1}} \mathrm{c} w_{y_{2}}$ and consider the following derivation.

$$
\left(x, \epsilon, \mathrm{a} w_{y_{1}} \mathrm{c} w_{y_{2}}\right) \vdash\left(y_{1}, y_{2}, w_{y_{1}} \mathrm{c} w_{y_{2}}\right) \vdash^{*}\left(z_{1}, y_{2}, \mathrm{c} w_{y_{2}}\right) \vdash\left(y_{2}, \epsilon, w_{y_{2}}\right) \vdash^{*}\left(z_{2}, \epsilon, \epsilon\right)
$$

This finishes the completeness part of the proof.
" $\Longrightarrow$ " Suppose $L\left(\mathcal{A}_{G}\right) \neq \emptyset$, i.e. there is a $w$ with $\left(q_{0}, \perp, w\right) \vdash^{*}($ fin, $\perp, \epsilon)$. Note that $q_{0} \neq$ fin and fin is only reachable via a pop-transition on the stack $\perp$ from some $z \in T$. Hence, we must have $w=v$ c, and $\left(q_{0}, \perp, v\right) \vdash^{*}$ $(z, \perp, \epsilon)$. Let $v=a_{0} \ldots a_{n-1}$. There must exist an $n \in \mathbb{N}, q_{0}, q_{1}, \ldots, q_{n} \in Q$, $\gamma_{0}, \gamma_{1}, \ldots, \gamma_{n}$ such that $\left(q_{i}, \gamma_{i}, a_{i} \ldots a_{n-1}\right) \vdash\left(q_{i+1}, \gamma_{i+1}, a_{i+1} \ldots a_{n-1}\right)$ and $q_{n}=$ $z, \gamma_{0}=\perp, \gamma_{n}=\perp$. We will now show by induction on the length $n$ of such a derivation that $q_{0} \in R_{G}(T)$. It should be clear that this proves the claim because $q_{0}=s$.

The base case of $n=0$ is immediate because $q_{n}=z, z \in T$, and $T=$ $R_{G}^{0}(T)$. For the step case we distinguish three cases. Remember that $Q=V$, i.e. automaton states are also nodes in the graph. If $q_{0} \in T$ then we are finished as in the base case. If $q_{0} \in V_{0}$ then we must have $\left(q_{0}, a_{0}, q_{1}\right) \in \delta_{\text {int }}$ and therefore $\left(q_{0}, q_{1}\right) \in E$. Note that $\left(q_{1}, \perp, a_{1} \ldots a_{n-1}\right) \vdash^{n-1}\left(q_{n}, \perp, \epsilon\right)$ and therefore $q_{1} \in R_{G}(T)$. But then $q_{0} \in R_{G}(T)$ as well.

In the last case we have $q_{0} \in V_{1}$. Note that $q_{0}$ must have two successors in $G$, and one of them must be $q_{1}$. Let $y$ be the other. Then we have $\gamma_{1}=y \perp$. Let $i$ be the smallest index such that $\gamma_{i}=\perp$, i.e. take the moment in which $y$ gets popped from the stack again. Then we must have $q_{i}=y$, and $\left(y, \perp, a_{i} \ldots a_{n-1}\right) \vdash^{n-i}\left(q_{n}, \perp, \epsilon\right)$. Since $i \geq 1$ we have $y \in R_{G}(T)$ by hypothesis. Furthermore, we have $\left(q_{1}, y \perp, a_{1} \ldots a_{n-1}\right) \vdash^{i-1}\left(q_{i-1}, y \perp, a_{i-1} \ldots a_{n-1}\right) \vdash$ $\left(q_{i}, \perp, a_{i} \ldots a_{n-1}\right)$. The last step is only possible if $q_{i-1} \in T$. According to Lemma 1 (c) we also have $\left(q_{1}, \perp, a_{1} \ldots a_{i-1}\right) \vdash^{i-1}\left(q_{i-1}, \perp, a_{i-1}\right)$ because $y$ remains on the stack for the entire derivation by assumption. Using Lemma 1 (a) we get $\left(q_{1}, \perp, a_{1} \ldots a_{i-2}\right) \vdash^{i-1}\left(q_{i-1}, \perp, \epsilon\right)$. Since $i-1<n$, we have $q_{1} \in R_{G}(T)$ by hypothesis and, together with $q_{i} \in R_{G}(T)$ we then have $q_{0} \in R_{G}(T)$.

Note that the constructed alphabet is small but not necessarily minimal. It is not too difficult to see that the result can be strengthened to an alphabet of size $(1,0,1)$. For this, one simply merges push-transitions with internal transitions that can follow them.

Proposition 3. The emptiness problem for VPA over an alphabet of size $(1,0,1)$ is $P$-hard under $A C^{0}$-reductions.

However, this introduces additional nondeterminism. It is also possible to show this lower bound for deterministic VPA, at a small increase in the alphabet.

Corollary 4. The emptiness problem for deterministic VPA over an alphabet of size $(1,2,1)$ is $P$-hard under $A C^{0}$-reductions.

Proof. Note that the assumption about outdegree 2 of all nodes in $V_{1}$ can equally be made for all nodes in $V_{0}$. Now take two int-symbols $\mathrm{b}_{1}$ and $\mathrm{b}_{2}$, fix a total ordering $<$ on $V$ and re-define the transitions in $\mathcal{A}_{G}$ with

$$
\begin{aligned}
\delta_{\text {push }} & :=\left\{\left(x, \mathrm{a}, y_{1}, y_{2}\right) \mid x \in V_{1}, x E=\left\{y_{1}, y_{2}\right\} \text { and } y_{1}<y_{2}\right\} \\
\delta_{\text {int }} & :=\left\{\left(x, \mathrm{~b}_{1}, y_{1}\right),\left(x, \mathrm{~b}_{2}, y_{2}\right) \mid x \in V_{0}, x E=\left\{y_{1}, y_{2}\right\} \text { and } y_{1}<y_{2}\right\}
\end{aligned}
$$

The pop-transitions remain unchanged. Note that they were deterministic already, and so are the others as well now. The proof of Theorem 2 goes through with this definition as well.

## 4. Remarks on the Membership Problem

The corresponding P-hardness proof for CFL immediately yields P-hardness of the (universal) membership problem, where the input consists of a word and a PDA or a CFG. The reason for this is the closure of CFL under homomorphisms. A homomorphism of particular interest is $h_{\epsilon}$ which maps every alphabet symbol to $\epsilon$. Clearly, $L$ is non-empty iff $\epsilon \in h_{\epsilon}(L)$. Since a PDA or CFG for $h_{\epsilon}(L)$ can easily be obtained from a PDA or CFG for $L$ by replacing every alphabet symbol in the transition table or grammar rules by $\epsilon$, we immediately get P-hardness of the question whether $\epsilon$ is contained in the language of a given PDA or CFG. This, however, is just a special case of the universal membership problem.

Now note that VPL is not closed under homomorphisms in general, in particular not under those that map certain alphabet symbols to $\epsilon$. P-hardness of the universal membership problem for VPA is therefore not a consequence of the proof above. In fact, the problem is very unlikely to be P-hard, since $\mathrm{P} \supseteq$ LOGCFL and it is not too difficult to see that the membership problem is included in LOGCFL: it is known that LOGCFL is characterised by nondeterministic auxiliary pushdown automata with a logarithmic worktape $[6,7]$. Such a machine can simulate a given visibly pushdown automaton on a given input word. It uses its stack to simulate the stack of the input automaton, and its auxiliary tape to search the transition table of the input automaton as well as remember the current position in the input word.

On the other hand, we do not believe that the universal membership problem for VPA is LOGCFL-hard. It remains to characterise the exact complexity of this problem.
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